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Abstract—The design of the radio frequency (RF) section in a
communication integrated circuit (IC) is a challenging problem.
Although several computer-aided analysis tools are available
for RFIC design, they are not effectively used, because there is
a lack of understanding about their features and limitations.
These tools provide fast simulation of RFIC’s. However, no
single tool delivers a complete solution for RFIC design. This
paper describes the shortcomings of conventional SPICE-like
simulators and the analyses required for RF applications with
an emphasis on accurate and efficient simulation of distortion
and noise. Various analysis methods, such as harmonic balance,
shooting method, mixed frequency-time methods, and envelope
methods, that are currently available for RFIC simulation are
presented. Commercial simulators are compared in terms of their
functionalities and limitations. The key algorithmic features and
the simulator-specific terminology are described.

Index Terms—Circuit simulation, cyclostationary noise, dis-
tortion, envelope method, frequency-domain methods, harmonic
distortion, intermodulation, linear time-varying analysis, mixed
frequency-time methods, mixer noise, noise, periodic steady-state,
phase noise, quasiperiodic steady-state, RFIC simulation, SPICE
harmonic balance, shooting method, time-domain methods.

I. INTRODUCTION

T HE wireless/personal communication electronics market
is growing at a rapid pace with a drive toward complete

systems on a chip. Although only a small section of the system
operates at radio frequencies, this section is the biggest chal-
lenge in the design process [1]. One of the factors contributing
to this problem is the lack of computer-aided analysis tools that
fully support radio freqency integrated circuit (RFIC) design
[1]. Although several commercial tools are available, a lack of
understanding of their features and limitations also contributes
to this problem.

For the design of a typical radio frequency section of a cir-
cuit, one would like to simulate basic blocks such as ampli-
fiers, mixers, oscillators, voltage-controlled oscillators (VCOs),
and phase-locked loops (PLL’s). Because of the signal frequen-
cies and the circuit time-constants, and the types of analyses
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required, simulators such as SPICE are neither adequate nor ap-
propriate. SPICE is used to simulate some of these basic blocks
by running long transient analyses and results are obtained at
the expense of significant computational resources. It is for this
reason that general, as well as special-purpose simulation tools,
have been developed that address the needs of RF designers. The
features required for RFIC simulations are:

1) rapid simulation of the periodic or quasiperiodic steady
state of a circuit (Fig. 1);

2) accurate simulation of harmonic and intermodulation dis-
tortion in order to determine gain compression and inter-
cept points;

3) simulation of turn-on transients of oscillators (Fig. 1) and
the capture process of PLL’s;

4) simulation of up and down conversion of noise caused by
circuit nonlinearities;

5) simulation of phase noise/jitter for oscillators and PLL’s;
6) simulation of distributed elements.

In this paper, we examine these issues from a designer’s per-
spective. We present the basic concepts, whereas mathemat-
ical details can be found in [2] or the other cited references.
In Section II, we first describe the analyses that are available in
SPICE and then explain the limitations of a SPICE-like simu-
lator for RFIC simulation. This is followed in, Section III, by
a brief discussion of various techniques that are currently used
for simulating RF circuits. An attempt is made to explain the
terminology and salient concepts. Currently available commer-
cial simulators are then described in terms of their features and
limitations in Section IV. Finally, a brief discussion and conclu-
sions are presented in Section V.

II. SPICE FEATURES AND LIMITATIONS

The circuit simulator SPICE [3], [4] supports various
analyses which can be classified as dc (.op, .dc), small-signal
ac (.ac, .noise, .disto), and transient (.tran, .four). A summary of
these analyses and the types of circuits that they can be used for
is provided in Table I. Since noise and distortion place a limit
on the performance of communication systems, we will focus
on these analyses in the context of SPICE. The shortcomings
of SPICE for RF applications are also identified.

Noise calculations in SPICE are based on a small-signal
linearized analysis of the nonlinear circuit at its DC operating
point. Because of the linearization, frequency translation
of noise due to the circuit nonlinearities cannot be directly
determined in SPICE. Thus, traditional SPICE analyses cannot
be used for estimating noise in mixers or phase noise/jitter in
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Fig. 1. Simulation of typical RF circuits. (a) Amplifier response showing the initial transient and the periodic steady state. (b) Mixer quasi-periodic steady-state.
(c) Oscillator response showing buildup, overshoot, and the final periodic steady-state.

TABLE I
SUMMARY OF ANALYSIS METHODSAVAILABLE IN SPICE-LIKE

SIMULATORS AND THE TYPES OFCIRCUITS THAT CAN BE SIMULATED

oscillators. Special techniques have been developed for mixer
noise [5] and oscillator phase noise [6] analyses. Although
these are based on SPICE transient analyses, the designer
has to go through several simulation and postprocessing steps
that make these methods cumbersome to use. Furthermore,
these techniques are applicable only to low-Q circuits where
the periodic steady-state solution can be easily simulated in
SPICE. For this reason, an enhanced noise analysis is required
as described in Section III-G.

Distortion is commonly calculated using the .four command
in SPICE. A transient analysis is first performed so that the cir-
cuit operates in its periodic steady-state. The determination of
the steady state is done by the user and is subject to errors. Then,
a discrete Fourier transform (DFT) is applied to the simulated
time-domain waveform. A fundamental frequency is identified
by the user and SPICE reports the magnitude and phase of var-
ious harmonics.1

Determination of distortion using transient analysis can re-
sult in several errors. An excellent discussion of these can be
found in [7]. First, the circuit must be in a periodic steady-state
for some fundamental frequency before the Fourier analysis is
performed. This can be computationally expensive for circuits
that exhibit widely separated time constants, or for which the
fundamental frequency that must be used is very small. Second,
the time-domain simulation must be performed with tight tol-
erances to maintain a low numerical noise floor. Otherwise it
is extremely difficult to resolve low power harmonics. Third,

1Only nine harmonics are reported in SPICE2G6. However, there is no such
restriction in SPICE3.

the DFT algorithm introduces interpolation and aliasing errors
which can be minimized by use of the Fourier integral method
[7], [8]. The last error is important in a circuit simulator that
uses variable timesteps in the transient analysis. Since the DFT
can be applied only to waveforms that are uniformly sampled,
the nonuniformly spaced data produced by the simulator must
be first interpolated onto a uniform grid. This can result in sig-
nificant errors when the interpolation order is low.

The .four command can also be used to calculate intermod-
ulation distortion (IMD) by a proper choice of the fundamental
frequency. For Fourier analysis, the signals must be periodic,
implying that the tones must be commensurate.2 IMD is deter-
mined by simulating the circuit with two closely spaced tones
at frequencies and . For example, consider GHz
and GHz. The third-order IM terms (IM3) are at

MHz and GHz. The
slowest varying component is at kHz, while an-
other component of interest is at a much higher frequency of

GHz. Using a conventional transient anal-
ysis, at least one period of the slow 100-kHz component must be
simulated. To resolve the fastest signal, the maximum timestep
must be smaller than half the period corresponding to
GHz. In this case, the ratio of the fastest to slowest frequen-
cies is more than 10 000 : 1. This results in an extremely slow
transient analysis, since a large number of time points have to
be simulated. The problem is much worse when the periodic
steady-state is reached after many cycles of the slowly varying
signal as would be the case in a high-Q circuit. As another ex-
ample, consider the simulation of high-Q oscillators. These also
require very long transient simulations; a Q of 10 000 suggests
that the turn-on transient time starting from a zero initial state
will be of the order of 10 000 cycles of the oscillation period.

Numerical errors introduced by the simulator makes
resolving small intermodulation products difficult. When
distortion levels are low, the Volterra series method [9] can
be used to determine IM3 accurately using three small-signal
ac analyses [10], [11]. Thus, accurate estimation of IM3 is
possible for a relatively small computational cost. The.disto
command in SPICE allows accurate calculation of IM3 using
the Volterra series method. Although SPICE2G6 supports

2i.e., all frequencies must be exactly divisible by a single common frequency.
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Fig. 2. The periodicity constraint applied in the time-domain method for
determining the periodic steady-state solution.

.disto, the implementation may give erroneous results and has
been corrected in SPICE3 [11].

The accuracy of the calculated distortion depends directly on
the quality of the semiconductor device models. Models with
discontinuities introduce spurious spectral components, hence
smooth, accurate models (e.g., [12] and [13]) and careful ac/dc
characterization are essential for RF applications.

Another problem associated with the time-domain ap-
proaches is the simulation of distributed models. Although
such elements typically have simple frequency-domain rep-
resentations, time-domain simulation requires convolution
which, when performed directly, is computationally expensive.
However, efficient algorithms are available for time-domain
convolution of distributed elements [14]–[16]. The only dis-
tributed element available in SPICE is the transmission line.

III. A LGORITHMS FORRF SIMULATION

As described in Section II, conventional SPICE analyses are
not adequate for many RF needs. Special techniques have been
developed that specifically address the simulation of RF cir-
cuits. Most RF-related simulations can be performed using ei-
ther frequency- or time-domain methods. Since the two classes
of methods are in many aspects complementary, combining the
two can bring together their advantages, resulting in hybrid al-
gorithms. Most of the currently available methods are described
in this section.

A. Time-Domain Methods

Time-domain methods can be used to determine the periodic
steady-state of a circuit in the following manner. The underlying
differential equations for the circuit are solved by forcing the
constraint that the solution is periodic in the steady state. This
condition is expressed as , where is the vector of
node voltages and is the period (Fig. 2). is the vector
of initial node voltages at time zero (i.e., the initial conditions),
and is the vector of final node voltages at time. The al-
gorithm then determines the initial conditions that lead to a pe-
riodic solution. For circuits that are driven by periodic signals,
i.e., forced or nonoscillatory circuits, the periodis a known
quantity. However, for oscillators, the period is also an unknown
and must be determined by the simulator in addition to the de-
termination of .

One popular method that is available for solving the above
system of equations is the Newton shooting method. This

Fig. 3. Time-domain waveforms for five iterations of the Newton shooting
method for determining the periodic steady-state.

Fig. 4. Periodic steady-state time-domain output voltage waveforms for a
fifth-order elliptic CMOS switched-capacitor filter.

method was initially proposed by [17] for forced circuits and
later extended to oscillators [18]. Furthermore, this method
has been shown to be reliable in the public domain simulator
SSpice [19] and a variant of this method is available in the
SpectreRF simulator from Cadence. This method works well
even in the presence of strong nonlinearities. For simplicity,
consider a forced circuit where the periodis known. A con-
ventional transient analysis is performed over one period with
some starting initial conditions. This solution is then used to
determine the correction in initial conditions required to obtain

by Newton’s method. The initial conditions are
updated and a new transient analysis is performed to obtain a
new . The process is repeated until a is found such
that . In Fig. 3, the waveforms of for five
Newton iterations are shown and illustrate how the method
converges to the periodic steady-state solution for a frequency
multiplier. Since this is an iterative process, convergence is
ensured to within a prescribed error tolerance. A tighter error
tolerance would require more iterations, and hence, more
computation. It is important to note that this error tolerance
affects the distortion results obtained from a subsequent Fourier
analysis. A mismatch in the periodicity constraint will corrupt
the results of the Fourier analysis [7].

In the above process, dense matrix manipulations are required
for determining the solution. This places a restriction on the
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Fig. 5. Nonlinear frequency-domain analysis. The time-domain representations are used for determining the frequency spectrum of the output current for an
applied periodic voltage.

Fig. 6. Nonlinear frequency-domain analysis for two-tone signals. The time-domain representations are used for determining the frequency spectrum of the output
current for two applied periodic voltages.

maximum size of the circuit that can be simulated as approx-
imately 300 nodes. A recent method [20] overcomes these lim-
itations allowing circuits with thousands of nodes to be sim-
ulated by use of efficient matrix solution algorithms. The pe-
riodic steady-state output voltage waveforms for a fifth-order
CMOS switched-capacitor elliptic filter, as computed using the
Newton shooting method in the Celerity simulator developed at
Bell Labs, are shown in Fig. 4. It can be seen that the glitches
that arise due to the clocked switches are captured in these sim-
ulations, indicating that the method is well suited for simulating
highly nonlinear behavior.

As with any time-domain simulation method, accurate dis-
tortion calculation requires care in selecting simulation toler-
ances and the algorithm used for computing the harmonics. The
Fourier integral method coupled with the time-domain shooting
method with appropriate tolerances provides accurate distortion
calculation [7].

Time-domain methods are however not well suited for mul-
titone problems. They can be used only when the signals are
commensurate. This can be a problem when simulating mixers,

in which the IF, RF, and LO frequencies are incommensurate
or almost so. When the RF signal is small then the linear time-
varying method described in Section III-E can be used.

B. Harmonic Balance (HB) Method

The HB method [21]–[27] is a well-established frequency-
domain technique for periodic and quasi-periodic steady-state
analysis of mildly nonlinear circuits. It is used to analyze dis-
tortion and transfer characteristics of amplifiers, mixers, and os-
cillators.

Before describing the HB algorithm, we first explain the con-
cept of nonlinear frequency-domain analysis. Consider a non-
linear resistor described by a current-voltage characteristic

. Given a periodic voltage excitation with a frequency spec-
trum , we would like to find the frequency spectrum
of the resulting current, when the circuit is in its periodic steady-
state. This is illustrated in the upper part of Fig. 5.

Since all nonlinear device models for SPICE-like circuit sim-
ulators are described in the time domain, the current-voltage cal-
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culations are performed in the time domain. is first trans-
formed to a time-domain signal through its Fourier series
representation

where is the fundamental frequency of the input signal. Then
the time-domain waveform is applied to the nonlinear resistor
and the current waveform is determined in the time domain.
The time-domain current waveform is then transformed to the
frequency domain by use of a Fourier transform. The complete
procedure is illustrated in Fig. 5.

When the circuit is excited by multitone signals, the above
process works in a similar manner, except that a more gen-
eral Fourier series representation is assumed for each signal. In
this case, the above equation is used withdefined to be the
multiples of the excitation frequencies and the sums and differ-
ences of all these frequencies. The Fourier coefficientsand

, in this case, characterize harmonic and intermodulation dis-
tortions. The calculation procedure for a two-tone problem is
illustrated in Fig. 6.

In the HB method, the equations are solved in the frequency
domain. The key idea is the application of KCL at each node,
assuming a nodal formulation is used. The frequency spectrum
of all the currents at a node is balanced, i.e., KCL is applied for
each independent frequency. This is illustrated schematically in
Fig. 7 where a nonlinear diode is connected to linear elements
at a circuit node.

In a circuit simulator, the HB method is formulated by ex-
pressing the circuit differential equations in terms of the Fourier
coefficients, and by replacing differentiation in the time domain
by algebraic multiplication in the frequency domain. This re-
sults in a large system of nonlinear algebraic equations. Each
circuit variable requires many Fourier coefficients, hence the
size of this system is much larger than that of the circuit differ-
ential equations. The system is typically solved using a Newton
method.

Most implementations of the HB method require the manip-
ulation of relatively dense matrices, consuming excessive CPU
times and large amount of memory for even medium-sized cir-
cuits. Recent work [28]–[31] has incorporated efficient matrix
algorithms that extend HB to circuits containing tens to hun-
dreds of transistors. The run times and memory requirements of
careful software implementations grow almost linearly with the
size of the circuit and the number of Fourier coefficients.

The HB method has several salient features, as summarized
below.

1) The simulation run time is relatively insensitive to the nu-
merical values of the excitation frequencies. This is be-
cause the minimum number of “time-domain” samples
in HB is dictated by the number of Fourier coefficients,
and not by the Nyquist rate as in the conventional tran-
sient analysis. This makes HB particularly attractive for
circuits driven by multitone excitations.

2) HB is very accurate and fast when all signals in the steady-
state solution can be approximated using a small number
of Fourier coefficients. Examples include a nearly linear

Fig. 7. Application of KCL in the frequency domain at a circuit node.

Fig. 8. A typical waveform that can be efficiently simulated using a mixed
frequency-time method.

(low distortion) circuit or a weak stimulus applied to a
nonlinear circuit. Naturally, when the circuit response is
strongly nonlinear for any signal, many Fourier coeffi-
cients and time-domain samples would be needed in order
to minimize the aliasing effects, and convergence of the
method can become less reliable.

3) Frequency-dependent distributed elements are handled
with no difficulty.

4) Parameter sweep (distortion and/or gain compression
versus signal amplitude and/or frequency) can be per-
formed very efficiently, because the solution from a
previous point is often an excellent initial guess for the
next point.

Oscillators are handled by treating the oscillation frequency
as an unknown in the system of nonlinear equations, and setting
one of the Fourier coefficients of one signal to zero.

C. Mixed Frequency-Time Methods

For a special class of multitone circuits,mixed frequency-time
approaches are superior to both time and frequency-domain
techniques. Two broad classes of methods, exemplified by
[32] and [33] and the more recent [34]–[36] are available,
differing in equation formulation and in numerical properties.
The method of [33] is capable of handling strong nonlinearities
provided they are excited by only one of the tones, typically
the fastest tone. All other tones must excite the circuit only in
a mildly nonlinear fashion. The methods in the second class
are applicable to any number of strongly and weakly nonlinear
tones. One application of the methods is the distortion anal-
ysis of switched-capacitor circuits, in which the clock causes
switching, but the path of the signal tones is almost linear. Some
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switching mixers and power converters are also appropriate for
these methods. An example waveform is shown in Fig. 8, where
the slowly varying sinusoidal signal, the periodic envelope, is
of interest. This envelope is determined in an efficient manner
by use of the mixed frequency-time methods.

The method of [33] works by integrating the circuit’s differ-
ential equations in the time domain for afewisolated and evenly
distributed periods of the fast, strongly nonlinear tone. This es-
tablishes a relation between the (unknown) start and end points
of these periods. Another relation between these points is ob-
tained by using a Fourier series expansion in the weakly non-
linear tones. Equating the two relations results in a system of
equations whose solution captures the mildly nonlinear tones of
the quasi-periodic solution directly, without having to integrate
every cycle of the fast tone. Hence, the procedure is consid-
erably more efficient than using time-domain shooting for the
multitone problem. Also, since it does not use a frequency-do-
main expansion for the strongly nonlinear tone, which can re-
quire many Fourier coefficients, it is more efficient than purely
frequency-domain methods.

The recent algorithms of [36] and [37] are based on formu-
lating the multitone problem as a partial differential equation
(PDE) in multiple time scales. The PDE is solved in the time
domain in the dimensions corresponding to the strongly non-
linear tones, and in the Fourier domain in the dimensions corre-
sponding to the weakly nonlinear ones. The solution of the PDE
provides information about the weakly nonlinear tones directly
in the frequency domain.

D. Envelope Methods

In many RF and other circuits, a high-frequency signal is used
as carrier for the information signal, or envelope, that varies
much more slowly as shown in Fig. 9. Often, the information
signal is not periodic or quasi-periodic and it is of interest to
predict its transient behavior. Applications include analyzing the
stability of AGC circuits and capturing the transient behavior
of phase locked loops and dc–dc converters. A straightforward
approach to this problem is to perform a conventional transient
analysis of the circuit for the duration of the slow information
signal. Unfortunately, the simulation is forced to follow the fast
varying carrier or clock signal, thereby requiring a prohibitively
large number of time steps.

The first method developed for solving this class of problems
in the time domain is known as theenvelope-following method
[38]. This method has been used for the efficient transient sim-
ulation of switching circuits in [39]. When a waveform, such as
the one in Fig. 9, is sampled periodically at the carrier frequency
the discrete samples often change slowly and trace out a time
varying envelope. If a low order polynominal can be used to ap-
proximate this envelope, then the change in the discrete samples
several periods apart can be linked to the change in the discrete
samples one period apart by means of a differential like equa-
tion. The overall envelope equation is solved using a Newton
shooting method, while a SPICE-like transient analysis is used
in the inner loop to simulate the circuit in detail over one iso-
lated period. In this manner, a conventional transient analysis
is performed only for a few isolated periods of the fast carrier

Fig. 9. A typical envelope that can be efficiently simulated using an envelope
method.

which leads to the efficiency of this method. The number of pe-
riods that are skipped is controlled based on a local truncation
error estimate.

A new set of “Fourier envelope” algorithms referred to as the
circuit envelope method, transient envelope methodor modula-
tion-oriented HBhave been developed to efficiently and accu-
rately solve for the envelope using a combination of time-do-
main and frequency-domain techniques [40]–[43]. These algo-
rithms operate at the time scales of the slowly varying envelope,
and are relatively insensitive to the rate of the high frequency
carrier. A differential equation in the envelope is solved, using
an outer-loop transient whose time steps are not limited by the
fast signal; at each time point of the transient, asteady-state
problemin the fast signal is solved using HB in the inner loop.
Envelope methods can be used to simulate the turn on transient
response of amplifiers, and the response of power amplifiers to
digitally modulated RF signals. With the recent development
of algorithms based on partial differential equations [36], [37],
the inner-loop steady-state problem can also be addressed in
the time domain, like the envelope-following method. This has
made envelope simulation possible for a broader class of highly
nonlinear circuits, including chopping power converters, dig-
ital PLL’s, and pulsewidth-modulated communication circuitry
[44].

As an example, consider the block diagram of Fig. 10 for an
automatic gain control for a circuit that generates the quadra-
ture signals for an in phase/quadrature phase (I/Q) modulation
scheme. The simulated envelopes for the I/Q signals using the
method of [43] are also shown in this figure. This simulation al-
lows the designer to determine the stability of the control loop
without resorting to very long transient simulations.

E. Linear Time-Varying Analysis

The linear time-varying (LTV) analysis provides the large
signal equivalent to the small-signal ac analysis of SPICE-like
simulators. Thus, large-signal frequency response, impedance
analysis, stability analysis, and noise analysis can be performed
on circuits that exhibit frequency translation, such as mixers and
switched-capacitor circuits.

As an example, consider a mixer represented by an ideal mul-
tiplier with two input ports, the RF and the LO, and one output
port. This circuit is driven by two tones, the LO which is a large
signal, and the RF which is a small signal. The large-signal
response is determined by applying the large-signal excitation,
and computing the steady-state response using HB or the



280 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: ANALOG AND DIGITAL SIGNAL PROCESSING, VOL. 47, NO. 4, APRIL 2000

Fig. 10. An example of the application of the circuit envelope method. The block diagram of the AGC circuit and the simulated envelope waveforms are shown.

Fig. 11. The application of linear time-varying analysis to an ideal mixer
example. The circuit is first simulated with the large-signal LO only and then
the small-signal RF is applied.

time-domain shooting method described earlier (see upper half
of Fig. 11). Linearizing the circuit about its periodic operating
point results in a linear periodic time-varying circuit. Then the
small-signal excitation is applied to the linear time-varying
circuit and the complete response is obtained. The complete
procedure is shown schematically in Fig. 11. In the litera-
ture, this method is known by a number of names including
conversion matrix analysis, large-/small-signal analysis [27],
mixer analysis, periodic ac analysis, or heterodyne ac analysis.
An implementation of this method in conjunction with the
time-domain shooting method is described in [45], and has
recently been extended to large circuits in [46].

The main benefits of this method are numerical efficiency and
the fact that the small-signal excitation can be at an arbitrary
frequency, a feature that the large-signal time-domain shooting
method cannot handle. Two fundamental assumptions should be
noted:

1) the small-signal excitation does not perturb the
time-varying operating point of the circuit;

Fig. 12. Frequency translation of noise in a nonlinear circuit. An ideal mixer
is used as an example.

2) the transfer function from the small-signal excitation to
every node in the circuit is linear.

A major advantage of the linear time-varying analysis is that
it provides results not only for the fundamental analysis fre-
quency, but also for all the harmonics. Thus, the small-signal
conversion gain for mixers can be calculated.

F. Summary of Periodic Steady-State Analysis Methods

The capabilities of the various analysis methods described
above can be summarized as in Table II. In this table, the dif-
ferent methods and the circuits for which they are suited are
shown. It is clear that none of the methods is general enough for
all classes of problems that have to be solved for RFIC design.

G. RF Noise

Estimation of electrical noise is important in the design of
RF circuits, since noise determines critical specifications like
signal-to-noise ratio (SNR) and bit-error rate (BER). Noise
within RF components like mixers and oscillators, which rely
on nonlinearities and large-signal swings for their operation,
propagates differently from that in linear blocks like amplifiers.
One difference is that the former can frequency-shift the power
spectrum of device noises as shown in Fig. 12, whereas the
latter do not. Hence, conventional noise analysis in SPICE,
which is based on stationary stochastic noise, does not suffice
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TABLE II
SUMMARY OF VARIOUS PERIODIC STEADY-STATE ANALYSIS METHODS AND THE CIRCUIT APPLICATIONS

FOR WHICH THEY ARE BEST SUITED

Only a small-signal input can be applied.

Fig. 13. Frequency spreading of the ideal frequency response of an oscillator
due to phase noise.

for RF noise; nonstationary/cyclostationary processes, or
frequency-correlated noise concepts, need to be used.

Noise in nonlinear circuits manifests itself in two qualita-
tively different forms: mixing noise and phase noise. The former
occurs in nonoscillatory circuits, e.g., in nonlinear amplifiers
and mixers. The key feature of mixing noise is that it appears as
a (usually small) additive component to the signal. In contrast,
phase noise, which appears in all oscillatory circuits, has the ef-
fect of spreading the pure spectral components that would result,
if the oscillator were noiseless (Fig. 13). Through this mecha-
nism, small device noises can generate substantial power con-
tent at frequencies close to the oscillator’s fundamental and har-
monics. Phase-noise-induced transfer of carrier power to nearby
frequencies can result in significant adjacent channel interfer-
ence in RF circuits. This spectral spreading can also be charac-
terized equivalently as random jitter in the zero-crossings of the
oscillatory signal.

Mixing Noise: The Monte Carlo approach for noise simu-
lation is popular [47]–[49]. In this approach, a long transient
simulation is carried out with noise sources in the circuit rep-
resented by randomly generated waveforms of the appropriate
power spectra. The resulting waveform is time-averaged to ob-
tain the average noise power. This method can be prohibitively
expensive, since its rate of convergence to the correct average
value improves only as the square root of the length of the sim-
ulation. Furthermore, if low-frequency noise behavior is of in-
terest, then a very long transient simulation is required. This
makes the method even computationally more expensive, since
the simulation interval must be hundreds to thousands times

longer than the period of the lowest frequency noise. In addi-
tion, since noise values are typically extremely small compared
to the signals they ride on, severe degradation of the result can
occur because of artificial numerical noise generated by the sim-
ulator, and because of the finite precision of digital computers.
Nevertheless, a Monte Carlo approach is applicable to any cir-
cuit, needs no special algorithm beyond a transient simulation
followed by some postprocessing, and gives results directly in
the time domain.

In contrast to Monte Carlo simulation,which is a brute-force
approach, several algorithms are based on using deterministic
or stochastic models for noise. The algorithms differ in their
computation and memory requirements and in the mathematical
model used for noise. A common representation of noise is as a
superposition of deterministic sinusoids, with powers computed
at each frequency and added to produce the total noise power.
This is equivalent to the assumption that the noise is stationary
or that its frequency components are uncorrelated, which does
not hold in general in nonlinear circuits. Hence, naïve analyses
using this approach can be misleading, especially when phase
relationships between signals in the circuit are important. How-
ever, careful analyses based on this model of noise can incor-
porate correlated frequency components either implicitly or ex-
plicitly. Such methods, effective for relatively small-sized cir-
cuits, have been developed in the microwave community (e.g.,
[50], [51]). In [52], a time-domain technique was developed to
compute the average output noise power for small circuits with
a single-tone large-signal excitation. Recently, this method has
been extended in [46] to handle large circuits efficiently.

Another approach employs a stochastic noise model based on
cyclic spectral densities (CSD’s) [53] or harmonic power spec-
tral densities (HPSD’s) [54], instead of correlated frequency-do-
main components. While the two methods are fundamentally
equivalent, the CSD/HPSD approach is more convenient theo-
retically and also provides a relatively intuitive way of visual-
izing nonlinear noise propagation correctly. The technique of
[54], which is based on HPSD computations in the frequency
domain, can handle large circuits excited by several strong tones
and can also compute higher order HPSD’s, useful for system-
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Fig. 14. Stationary noise power spectral densities for a switching mixer with and without the LO. The output noise reduces when the LO is included in the
simulation.

level noise analysis. Yet another approach is based on com-
puting time-varying autocorrelation functions and noise power
directly in the time domain by solving stochastic differential
equations (SDE’s) [55]. This method is more general than the
previous ones in the sense that it can calculate noise that is truly
nonstationary, i.e., in circuits with any, not necessarily periodic,
large-signal excitation. It can also be applied without modifi-
cation to calculating jitter in oscillators. However, it has been
limited so far to relatively small circuits.

As an example of a noise simulation using the technique of
[54], consider the switching mixer circuit of Fig. 14. The noise
simulation results are also shown in this figure and it is seen that
the noise power is reduced when an LO amplitude of 1.5 V is
included in the simulation. This is to be expected, because the
transistors are switched from anon to anoff state, and anoff
transistor does not contribute to the output noise. On the other
hand, a noise simulation that does not include the LO predicts
higher noise because both transistors are on at all times.

The output noise voltage spectrum of a complete upconver-
sion mixer as computed using the HB method in the Celerity
simulator is shown in Fig. 15. With just the LO turned on, the
noise performance is acceptable. However, the presence of a
strong input signal can inadvertently activate supposedly noise-
free bias circuitry. This significantly worsens the mixer noise
performance as seen in Fig. 15. For this reason, complete veri-
fication of a mixer often requires noise simulations that include
bias circuits, all parasitic and package effects, and strong input
signals.

An issue peculiar to nonlinear (RF) noise analysis, as opposed
to analysis about quiescent operating points (e.g., SPICE .noise)
is that of modeling device noise sources under time-varying bi-
ases. Thermal and shot noises under time-varying biases are

Fig. 15. Output noise voltage spectrum for a mixer with and without a strong
input signal. The output noise significantly worsens in the presence of a strong
input signal.

generally modeled as stationary white noise sources modulated
by deterministic bias-dependent factors. This mechanism is gen-
erally accepted as correct, since white noise has extremely short
term correlations. In contrast, the generation of bias-dependent
flicker noise is not well understood. Since flicker noise, unlike
white noise, has long-term correlations, it is widely believed
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that treating it as a stationary process multiplied by a relatively
fast-varying deterministic bias-dependent term is not realistic.
In spite of this, the model is currently used (e.g., [54] and [55])
because of the lack of an alternative. At the moment, bias-de-
pendent flicker noise modeling remains an open theoretical and
experimental problem.

Phase Noise:Analyzing phase noise in oscillators is more
complex than calculating mixing noise. Many analyses are
based on a system-level model of the feedback loop enabling
oscillation, from which an expression for the frequency or
phase is obtained. The variation in this expression caused by
device noises provides an estimate of the phase noise. This ap-
proach is limited in its generality, since it requires higher level
knowledge about the oscillator’s structure to be incorporated
into the analysis.

If small-signal perturbational analysis, routinely performed
for mixing noise, is applied to oscillatory circuits, the resulting
perturbations grow large with time, i.e., the noise variance in-
creases with time. This result is intuitive, since small changes
in an oscillator’s frequency lead, in time, to a waveform that is
offset 180 in phase to the noiseless signal, and hence, to large
differences. The method based on stochastic differential equa-
tions above is essentially a small-signal analysis that calculates
the growing nonstationary perturbation directly as a function of
time. The phase jitter can be extracted easily from this informa-
tion.

The spreading of the oscillator’s carrier tone can also be
shown to result from the growth of the small-signal perturbation
(e.g., [56]). Approaches for mixing noise [51], [54], [57] can
be used to compute the asymptotic noise spectrum away from
the carrier. However, these algorithms become increasingly
inaccurate as they approach the carrier frequency. Recent
extensions to the HPSD-based technique of [54] has enabled it
to compute accurately the shape of phase-noise-induced carrier
spreading, as well as the jitter, in large circuits with oscillatory
components [58].

IV. COMMERCIAL TOOLS, FEATURES, AND LIMITATIONS

In this section, we cover some of the simulation capabili-
ties that are offered today by a number of EDA companies.
The emphasis is on the tools that are more commonly used
for transistor level RFIC simulations. The following simulators
have been considered: Advanced Design System (ADS) from
Agilent EEsof [59], SpectreRF from Cadence Design Systems
[60], and SP/XL-RF from Avista Design Systems [61]. The har-
monica tool from Ansoft Corporation is similar in nature to
the circuit-level simulator in ADS, and thus, will not be dis-
cussed here. All of these simulators support the standard SPICE
analyses, and our focus is only on the RF specific capabilities
that these simulators provide. New RF features are continually
being added to these simulators. We have listed the features that
are currently available to the best of our knowledge.

A. ADS

The ADS simulation environment from HP EEsof provides
access to a number of simulation engines and algorithms
through what is referred to as test benches. Here, we describe

the features available in the HP RFIC Designer Premier
product.

An HB simulator is used for the quasi-periodic steady-state
analysis of circuits with up to twelve tones of excitations. This
simulator employs fast, memory efficient matrix algorithms
and can simulate larger circuits than the previous generation of
HB simulators. Other capabilities include mixer noise analysis,
large-signal -parameter analysis that calculates-parameters
as a function of input power, and oscillator analysis.

HP EEsof offers the first commercial implementation of the
Fourier envelope method, called Circuit Envelope. While HB is
used to simulate a circuit in its steady state, Circuit Envelope can
simulate amplifier harmonics versus time, oscillator turn on am-
plitude and frequency versus time, amplifier spectral regrowth
due to digital modulation of the RF carrier, and PLL transient
response.

B. SpectreRF

SpectreRF is available as an option in Spectre, a SPICE-like
simulator from Cadence Design Systems. While the main focus
in ADS is on frequency-domain algorithms (HB), SpectreRF
extends the traditional time-domain algorithms to handle RFIC
simulation. SpectreRF uses the Newton shooting method to cal-
culate the periodic steady-state (PSS) response of circuits in-
cluding oscillators. A recent version of the simulator also sup-
ports the mixed frequency-time method [62],[63].

SpectreRF can handle circuits with strong nonlinearities
efficiently. It cannot handle distributed components except
for transmission lines. This precludes the use of the PSS
analysis with N-port models represented by measured-pa-
rameters. Also, mixer-type circuits with multiple independent
large-signal tones cannot be handled efficiently by SpectreRF,
due to the nature of the shooting method as described earlier.
For circuits with a single tone large-signal excitation the
periodic ac analysis [64] and the mixed frequency-time method
[62] can be used. The first method allows calculation of the
small-signal conversion gain for mixers and mixing noise,
whereas the second method allows computation of intermodu-
lation distortion using two small-signal RF tones.

C. SP/XL-RF

SP/XL-RF from Avista Design Systems is a simulator for
RF and microwave circuits that embeds the Spectre simulation
engine [65] within the Excel spreadsheet for doing what-if
analyses. It provides accelerated steady-state calculation using
the HB method. A heterodyne ac analysis (periodic ac, as in
SpectreRF) is available for calculating small-signal conversion
gain in mixers, while a heterodyne noise analysis is provided
for determining mixing noise in amplifiers and phase noise
in oscillators. In addition, -parameters can be used to model
multiport networks. SP/XL-RF also calculates stability and
gain circles for use with the Smith chart. Both forced and
oscillatory circuits with distributed elements can be simulated.

D. Summary of Commercial RFIC Circuit Simulators

The features of the various commercial simulators de-
scribed above are summarized in Table III. In this table, the
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TABLE III
SUMMARY OF VARIOUS ANALYSIS METHODSAVAILABLE IN COMMERCIAL

RFIC SIMULATORS

Transmission lines only.

Noncommensurate large-signal tones.

different analysis methods and the circuit simulators which
support them are shown. Most of the commercial tools sup-
port several analysis capabilities, however, with some restric-
tions on the size of the circuit and the number of tones that
can be simulated.

V. CONCLUSION

In this paper, we have provided an overview of the circuit sim-
ulation needs for RFIC design and techniques currently avail-
able for addressing some of these needs. We have focused on
circuit simulation, since it is indispensable for design. System
simulation and behavioral modeling are useful only early in the
design phase. The design of an amplifier or mixer with strin-
gent noise and IP3 specifications or a PLL with low phase-jitter
specification requires detailed circuit-level simulation.

Periodic steady-state analysis, multitone HB, mixed fre-
quency-time methods, and envelope methods promise faster
simulation of RFICs. These techniques have also provided
the basis for simulating noise in nonlinear circuits. Commer-
cial tools incorporating some of these techniques are avail-
able and are useful, provided the limitations of the tools are
well understood by the designer. At present, no single tool
or analysis method can deliver a comprehensive solution to
the designer. Furthermore, these tools have not been bench-
marked for accuracy and performance which are important
considerations in a design environment. Efforts such as [66]
are attempting to provide a comprehensive set of tools and
methodology for RFIC design. However, complete simulation
of an RF front-end including the LNA, mixer, IF strip, and
frequency synthesizer is still a distant dream. This problem
is particularly challenging if effects of the layout, substrate
coupling, and the package are to be considered. Therefore,
researchers and tool developers have years of challenging
work ahead of them to improve the RFIC simulation envi-
ronment for efficient and accurate simulation of a complete
RF front end.
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